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Abstract—A blind carrier phase derotator can be employed to correct and track carrier phase offset either before or after equalization in a blind adaptive receiver. This work proposes a computationally efficient blind carrier offset recovery algorithm for 8-vestigial side-band (8-VSB) signals by designing its cost function such that its cost surface has only two global minima without any undesirable local minima. Consequently, the proposed algorithm is not complicated by the possibility of a stochastic gradient descent (SGD) algorithm converging to a false local minimum, and global convergence can always be ensured. Moreover, the proposed algorithm can adopt a large step size in the transient period to accelerate the convergence speed along with a small step size in the convergence period to reduce the stochastic gradient noise.
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I. INTRODUCTION

Blind adaptive equalization algorithms, such as the constant modulus algorithm (CMA), have been an active research topic over the last 25 years [1]-[4]. However, a blind adaptive receiver involves not only blind equalization to remove intersymbol interference (ISI), but also other important issues, such as carrier phase acquisition and tracking [5]. One way to deal with the phase recovery and tracking problems in high-speed synchronous digital communication systems, such as the large quadrature amplitude modulation (QAM) and 8-vestigial side-band (8-VSB) transmissions (Fig. 8 of [6]), is to employ a carrier phase derotator. The 8-VSB system has been adopted as the standard for digital television (DTV) broadcasting in the United States [6]-[8]. Therefore, developing computationally simple blind carrier phase derotators with guaranteed global convergence to correct and track carrier phase offset, either before or after blind equalization, is well motivated [9]. Chung, Sethares, and Johnson Jr. [7] proposed a dispersion minimization derotator (DMD) for blind adaptive carrier phase offset correction for both QAM and 8-VSB signals. However, this DMD scheme for 8-VSB signals produces undesirable local minima, leading to a slow convergence rate and high stochastic gradient noise. The decision-directed phase-recovery (DDPR) algorithm proposed by Chung et al. [10], [11] overcomes the problems of DMD, but may yield slow convergence in order to achieve reliable global convergence. This work proposes a computationally efficient blind carrier phase recovery algorithm, called the modified multumodulus algorithm (MMMA), for 8-VSB signals whose cost function can be designed to have only two global minima without any undesirable local minimum. The proposed cost surface thus ensures the global convergence. Moreover, the MMAA can automatically switch the step size in the stochastic update equation to yield fast convergence speed and low stochastic gradient noise. Notably, the MMMA proposed here is different from that proposed by He and Kassam in [12].

Consider a complex baseband VSB communication system in which \( s_n \) represents the complex 8-VSB signal at time \( n \), which suffers from an unknown constant phase offset \( \Phi \) in the presence of complex Gaussian noise \( w_n \). Assuming that the timing recovery is perfect without any inter-symbol interference (ISI), the measured output, \( y_n = s_n e^{j\Phi} + w_n \), is then sent to a single complex tap derotator intended to estimate \( \Phi \) and remove this offset. The output of the complex one-tap blind carrier phase derotator, \( f_n = r_n e^{j\phi_n} \), is then an estimate of the original transmitted data \( s_n \) and is given by \( z_n = y_n f_n^* = r_n [s_n e^{j(\Phi - \phi_n)} + w_n e^{-j\phi_n}] = r_n [s_n e^{j\phi_n} + w_n e^{-j\phi_n}] \), where \( r_n \) is the magnitude of the single tap of the derotator; \( \phi_n \) is an estimate of \( \Phi \) and \( \theta_n = \Phi - \phi_n \) is the phase estimation error (or parameter error). Our objective is to recover \( s_n \) from \( z_n \) by normalizing \( r_n \) once \( \theta_n \to 0^\circ \) (or by normalizing \( r_n \) and then rotating by \( 90^\circ \) or \( 270^\circ \) once \( \theta_n \to 90^\circ \) or \( \theta_n \to 270^\circ \)).

II. A MODIFIED MULTUMODULUS COST FUNCTION

The cost function of the DMD proposed in [7] is given by

\[ J_{DMD} = E\{[(\Re(y_n f_n^*))^2 - \gamma]^2\} \tag{1} \]

where \( \Re(\cdot) \) denotes the real projection operator (i.e., \( \Re(a + jb) = a \) and \( \gamma = E[s_R^2]/E[s_I^2] \)), in which \( s_R \) denotes the real part of \( s_n \). The single tap-weight of the DMD is updated according to the stochastic gradient descent (SGD) algorithm

\[ f_{n+1} = f_n - \mu[(\Re(y_n f_n^*))^2 - \gamma] \Re(y_n f_n^*) y_n \tag{2} \]

where \( \mu \) is the step size. The DMD is based on the observation that \( \Phi \) can be estimated by minimizing the dispersion of the projection of the VSB constellation onto the real axis. Although \( J_{DMD} \) for VSB in terms of both \( \theta_n \) and \( r_n \) yields two desired global minima at \( \theta_n = 0^\circ \) and \( \theta_n = 180^\circ \), it also yields two undesirable local minima at \( \theta_n = 90^\circ \) and \( \theta_n = 270^\circ \) (see Fig. 2(b) of [7]), which should be
avoided, since the large value of the DMD cost function at the two undesirable local minima, even in the absence of noise, produces large stochastic gradient noise [4, pp. 1941]. Moreover, the small values of curvature near the two undesirable local minima may slow down the convergence speed of the DMD.

A variant of DMD, called the multimodulus algorithm (MMA) [13]-[17], which was originally proposed to allow simultaneous joint blind equalization and carrier phase recovery in the field of blind equalization, can also be implemented with a single tap-weight as a blind carrier phase estimator [18], [19] with cost function

$$J_{\text{MMA}} = E[[(\Re(y_n f_n^*) - R_{2R})^2] + E[[(\Im(y_n f_n^*) - R_{2I})^2]$$

where $\Re(\cdot)$ denotes the imaginary projection operator (i.e., $\Re(a + jb) = b$), and $R_{2R}$ and $R_{2I}$ are given by $R_{2R} = E[s^2] / E[s^2]$ and $R_{2I} = E[s^2] / E[s^2]$, in which $s_1$ denotes the imaginary part of $s_n$. This work proposes a modified version of MMA to estimate $\Phi$ with cost function

$$J_{\text{MMA}} = N \cdot E[[(\Re(y_n f_n^*) - R_{2R})^2] + M \cdot E[[(\Im(y_n f_n^*) - R_{2I})^2]$$

where $M$ and $N$ are both real. $J_{\text{MMA}}$ in (3) can be designed to eliminate undesirable local minima, and to have a significantly reduced value at global minima, by choosing appropriate values for $M$ and $N$ such that the resulting algorithm, referred to as the modified multimodulus algorithm (MMA), always achieves global convergence with small stochastic gradient noise. The single tap-weight of the MMA can be shown to be updated according to the SGD algorithm

$$f_{n+1} = f_n - \mu [N \cdot e_{R,n} - j M \cdot e_{I,n}] \cdot y_n$$

where $e_{R,n} = [(\Re(y_n f_n^*) - R_{2R}) \cdot \Re(y_n f_n^*)]$ and $e_{I,n} = [(\Im(y_n f_n^*) - R_{2I}) \cdot \Im(y_n f_n^*)]$.

For simplicity, additive channel noise $w_n$ is set to zero in the following analysis. The output error can then be expressed as

$$y_n f_n^* = (s_R r_n \cos \theta - s_I r_n \sin \theta) + j(s_R r_n \sin \theta + s_I r_n \cos \theta)$$

For notational simplicity, the time index, $n$, in the subscript may be dropped in the sequel, e.g., $\theta = \Phi - \phi_n = \Phi - \phi$. Substituting $y f^*$ into $J_{\text{MMA}}$ in (3) yields

$$J_{\text{MMA}} = N \cdot E[[(s_R r \cos \theta - s_I r \sin \theta)^2 - R_{2R}]^2] + M \cdot E[[(s_R \sin \theta + s_I r \cos \theta)^2 - R_{2I}]^2$$

For VSB signals, $E[s_R^2 r^2] = E[s_I^2 r^2] = E[s_R^2] = E[s_I^2]$ can be obtained [7]. By setting $E[s_R^2] = m_{2R}$, $E[s_I^2] = m_{2I}$, $k_{SR} = m_{4R} / m_{2R}$, and $k_{SI} = m_{4I} / m_{2I}$, after some algebraic manipulations, the MMA cost function can therefore be expressed as

$$J_{\text{MMA}} = N \cdot \{m_{2R}^2 k_{SR} r^4 \cos^2 \theta + m_{2I}^2 k_{SI} r^4 \sin^2 \theta + \frac{3}{2} m_{2R}^4 r^2 \sin^2 2\theta - 2 R_{2R} m_{2R} r^2 + R_{2I}^2\} + M \cdot \{m_{2I}^2 k_{SR} r^4 \sin^2 \theta + m_{2R}^2 k_{SI} r^4 \cos^2 \theta + \frac{3}{2} m_{2I}^2 r^2 \sin^2 2\theta - 2 R_{2I} m_{2I} r^2 + R_{2I}^2\}$$

To obtain the stationary points of the MMA, its cost function in (5) is differentiated with respect to $\theta$, and then set to zero, yielding

$$\frac{\partial J_{\text{MMA}}}{\partial \theta} = 4 R_{2R} m_{2R} \cos^2 \theta + 4 R_{2I} m_{2I} \sin^2 \theta + 3 N m_{2R}^2 \sin^2 2\theta + 3 M m_{2I}^2 \sin^2 2\theta$$

Clearly, $m_{4R} \neq 3 m_{2R}^2$ and $m_{4I} \neq 3 m_{2I}^2$ for VSB signals, and, therefore, one set of stationary points of the MMA cost function is at $\theta = 0^\circ, 90^\circ, 180^\circ, 270^\circ$, that is, $\sin 2\theta = 0$. The other set of stationary points, which arises when $\sin 2\theta \neq 0$, can be obtained by solving

$$\cos^2 \theta = \frac{N(3 m_{2R}^2 - m_{4R}) + M(3 m_{2I}^2 - m_{4I} - m_{4R})}{(M + N)(6 m_{2R}^2 - 4 m_{4R} - m_{4I} - m_{4R})}$$

Notably, the MMA is reduced to the DMD and the MMA, respectively, when $(M, N) = (0, 1)$ and $(M, N) = (1, 1)$. For the DMD case, substituting $(M, N) = (0, 1)$ into (6) for 8-VSB yields $\theta = 60^\circ, 120^\circ, 240^\circ, 300^\circ$, which correspond to the four local maxima of the DMD cost function. For the MMA case, substituting $(M, N) = (1, 1)$ into (6) for 8-VSB yields $\theta = 45^\circ, 135^\circ, 225^\circ, 315^\circ$, which correspond to the four local maxima of the MMA cost function.

To compute $r$ at all the stationary points, the MMA cost function is differentiated with respect to $r$ and then set to zero, yielding

$$\frac{\partial J_{\text{MMA}}}{\partial r} = 4 R_{2R} m_{2R} \cos^2 \theta + 4 R_{2I} m_{2I} \sin^2 \theta + 3 N m_{2R}^2 \sin^2 2\theta + 3 M m_{2I}^2 \sin^2 2\theta$$

Clearly, one stationary point is at $r = 0$. For $r > 0$, (7) yields

$$r^2 = \frac{m_{2R}^2\left(N k_{SR} \cos^2 \theta + \frac{N k_{SR} + M k_{SI}}{N k_{SR} + M k_{SI}} \sin^2 \theta + \frac{4(1 + N)}{N + M} \sin^2 2\theta\right)}{m_{2I}^2 k_{SR}^2 + k_{SR} + k_{SI} + k_{SI}^2}$$

Substituting $\theta = 0^\circ, 90^\circ, 180^\circ, 270^\circ$ into (8) yields

$$r^2 = \begin{cases} 1 & \text{for } \theta = 0^\circ \text{ or } \theta = 180^\circ \\ \frac{N k_{SR} + M k_{SI}}{N k_{SR} + M k_{SI}} & \text{for } \theta = 90^\circ \text{ or } \theta = 270^\circ \end{cases}$$

which are the values of $r^2$ at the four stationary points of the MMA, where $M$ and $N$ are real values to be determined. The following two cases summarize the locations of all the stationary points for DMD and MMA. (i) The DMD case (when $(M, N) = (0, 1)$): For the four stationary points at $\theta = 0^\circ, 90^\circ, 180^\circ, 270^\circ$, $r^2$ is calculated from (9) as

$$r^2_{\text{DMD}} = \begin{cases} 1 & \text{for } \theta = 0^\circ \text{ or } \theta = 180^\circ \\ \frac{N k_{SR} + M k_{SI}}{N k_{SR} + M k_{SI}} & \text{for } \theta = 90^\circ \text{ or } \theta = 270^\circ \end{cases}$$

where $R_{2R} = k_{SR} m_{2R}$ and $R_{2I} = k_{SI} m_{2I}$. For the stationary points at $\theta = 60^\circ, 120^\circ, 240^\circ, 300^\circ$, $r^2$ is calculated from (8) as $r^2_{\text{DMD}} = 0.6549$. (ii) The MMA case (when $(M, N) = (1, 1)$): For the four local maxima at $\theta = 45^\circ, 135^\circ, 225^\circ, 315^\circ$, $r^2$ is calculated from (8) as $r^2_{\text{MMA}} = ...$
0.8405. For the four local minima at \( \theta = 0^\circ, 90^\circ, 180^\circ, 270^\circ \) whose normalized cost can be computed to be \( J_{MMA_{\text{min}}(\theta)} = \) \(0.887, r^2\) is calculated from (9) as \(r^2_{MMA} = 1\). The normalized cost functions described in this work involve dividing the original cost function by the cost at the local maxima. Owing to the large normalized cost at the local minima, MMA may yield a large stochastic gradient noise in the steady state, even though its global convergence is always guaranteed.

### III. Modified Multimodulus Algorithm (MMMA)

To simplify the following derivation of the MMMA, \( M = 1 \) is set throughout the remainder of this work. The lower and upper bounds of \( N \) are chosen such that the undesirable local minima may be completely eliminated from the MMA cost function, and the normalized cost of the MMMA at the global minima almost diminishes to zero, i.e., \( J_{MMA_{\text{min}}} \approx 0 \).

First of all, from (9)

\[
r^2 = \frac{Nk_{SR} + Mk_{SI} + M(k_{SR} + k_{SI})}{Nk_{SR} + k_{SI}} > 0, \text{for} \ \theta = 90^\circ \text{and} \ 270^\circ
\]

must be satisfied. For 8-VSB signals, substituting \( k_{SR} = 1.7619 \) and \( k_{SI} = 2 + \frac{5873}{360} = 2.5873 \) into (10) such that it satisfies both \( Nk_{SR} + k_{SI} > 0 \) and \( Nk_{SI} + k_{SR} > 0 \), which yields \( N > -0.681 \). Another possibility is that both \( Nk_{SR} + k_{SI} < 0 \) and \( Nk_{SI} + k_{SR} < 0 \), which yields \( N < -1.468 \). Therefore, we have

\[
N > -0.681 \text{ or } N < -1.4684
\]

To compute the curvature at the four stationary points at \( \theta = 0^\circ, 90^\circ, 180^\circ, 270^\circ \), the MMMA cost function is differentiated twice with respect to \( \theta \), to yield

\[
\frac{\partial^2 J_{MMA}}{\partial \theta^2} = Nr^4 \cdot \left\{ (6m_2 - 2m_{4R})(2\cos^2 \theta \cos 2\theta - \sin^2 2\theta) \right. \\
+ (2m_{4I} - 6m_2)(\sin^2 2\theta + 2\sin^2 \theta \cos 2\theta) \\
\left. - M^4 \cdot \left\{ (6m_2 - 2m_{4R})(\sin^2 2\theta + 2\sin^2 \theta \cos 2\theta) \right. \\
+ (2m_{4I} - 6m_2)(2\cos^2 \theta \cos 2\theta - \sin^2 2\theta) \right\}
\]

(12)

The following two conditions are considered: (i) The freedom of choosing \( N \) allows the two local maxima to be located at \( \theta = 0^\circ \) and \( \theta = 180^\circ \), i.e., \( \frac{\partial^2 J_{MMA}}{\partial \theta^2} < 0 \) must be satisfied by substituting \( r^2 = 1 \) and \( \theta = 0^\circ \) (or \( \theta = 180^\circ \)) into (12), yielding

\[
N < -\frac{1}{3}
\]

(13)

(ii) The freedom of choosing \( N \) enables the two global minima to be located at \( \theta = 90^\circ \) and \( \theta = 270^\circ \), i.e., \( \frac{\partial^2 J_{MMA}}{\partial \theta^2} > 0 \) must be satisfied by substituting \( r^2 = \frac{Nk_{SR} + k_{SI}}{Nk_{SR} + k_{SI}} \) and \( \theta = 90^\circ \) (or \( \theta = 270^\circ \)), into (12), yielding

\[
N > -3 \text{ and } N \neq -1.4684
\]

(14)

Although the curvature at \( \theta = 90^\circ \) (or \( \theta = 270^\circ \)) for \(-3 < N < -1.4684 \) can be computed from (12) to be positive, it is too small to allow the MMA to converge effectively to the global minimum at \( \theta = 90^\circ \) (or \( \theta = 270^\circ \)). Therefore, the values of \( N \) in \(-3 < N < -1.4684 \) are not considered to be appropriate.

The final condition that must be satisfied is that the MMMA cost function must be greater than or equal to zero at \( \theta = 90^\circ \) and \( \theta = 270^\circ \), where the two global minima of the MMMA cost function are located. This condition can be ensured by substituting \( r^2 = \frac{Nk_{SR} + k_{SI}}{Nk_{SR} + k_{SI}} \) for \( \theta = 90^\circ \) (or \( \theta = 270^\circ \)) into (5) such that \( J_{MMA_{\text{min}}} \geq 0 \), thus yielding

\[
N \geq -0.4441 \text{ or } -2.33 < N \leq -0.681
\]

(15)

Collecting our results in (11), (13), (14) and (15), the overall admissible range of values for \( N \) is \(-0.444 < N < -\frac{1}{3}\). When \((M, N) = (1, 0.333)\), the normalized MMA cost at the two global minima can be computed from (5) to be \( J_{MMA_{\text{min}}} \approx 0.33 \). However, the two global minima of the normalized MMA cost function are such that their cost is least, with \( J_{MMA_{\text{min}}(\theta)} = 0 \), where \((M, N) = (1, -0.444)\), which values are therefore adopted as the values of \( M \) and \( N \) in the proposed MMMA, because a large cost at the two global minima is associated with increased excess asymptotic error levels when a non-vanishing-step-size SGD algorithm is used [4, pp. 1941]. Additionally, the choice of \( N = -0.444 \) from the range of all values, \(-0.444 < N < -1/3\), yields the largest curvature at the four stationary points at \( \theta = 0^\circ, 90^\circ, 180^\circ, 270^\circ \), maximizing the rate of convergence of the MMMA. That the choice of \( N = -0.444 \) maximizes curvature is confirmed as follows. Let \( M = 1, A = 6m_{32} - 2m_{4R}, \) and \( B = 2m_{4I} - 6m_2 \), where both \( A \) and \( B \) can be computed to be greater than zero for 8-VSB signal. Then, (12) can be written as

\[
\frac{\partial^2 J_{MMA}}{\partial \theta^2} = Nr^4 \cdot \left\{ (2\cos^2 \theta \cos 2\theta - \sin^2 2\theta) \right. \\
+ B(\sin^2 2\theta + 2\sin^2 \theta \cos 2\theta) \\
\left. - r^4 \cdot (2\sin^2 \theta \cos 2\theta - \sin^2 2\theta) \right\}
\]

Consider the following two cases. (i) When \( \theta = 0^\circ \) and \( \theta = 180^\circ \), \( \frac{\partial^2 J_{MMA}}{\partial \theta^2} = 2ANr^4 - 2Br^4 < 0 \). Clearly, the choice of \( N = -0.444 \) from the range \(-0.444 < N < -1/3\) yields the largest negative curvature. (ii) When \( \theta = 90^\circ \) and \( \theta = 270^\circ \), \( \frac{\partial^2 J_{MMA}}{\partial \theta^2} = -2BNr^4 + 2Ar^4 > 0 \). Clearly, the choice of \( N = -0.444 \) from the range \(-0.444 < N < -1/3\) yields the largest positive curvature.

Furthermore, substituting \((M, N) = (1, -0.444)\) into (6) for 8-VSB signals yields \( \cos^2 \theta = 1.1492 > 1 \), which reveals that the set of stationary points that satisfy (6) in the proposed MMMA disappears. Although the choice of the two global minima at \( \theta = 90^\circ \) and \( \theta = 270^\circ \) in the proposed MMMA cost function always results in a phase offset, this offset can be accounted for \textit{a priori} by simply rotating the MMMA demodulator outputs by \( 90^\circ \) or \( 270^\circ \) and then correcting their magnitudes by a normalization factor, \( r = \sqrt{\frac{Nk_{SR} + k_{SI}}{Nk_{SR} + k_{SI}}} \approx 1.716 \), and the MMMA can still function properly. Figure 1 plots the normalized cost function of the MMMA in (5) when \((M, N) = (1, -0.444)\). This figure indicates that \( r^2 \) increases from unity to around 2.944, which range is much larger than those of DMD and MMA, as the MMMA cost decreases from the local maxima at \( \theta = 0^\circ \) (or \( \theta = 180^\circ \)) to the desired global minima at \( \theta = 90^\circ \) (or \( \theta = 270^\circ \)). This unique feature of the
MMA cost function, along with \( J_{\text{MMA}}(\min) \triangleq 0 \), enables the following automatic switching of the step size to increase the convergence speed of the proposed MMA in (4), while reducing the stochastic gradient noise.

The MMA is implemented using (4) with two step sizes. Let \( a_n \) denote a flag that is set to be unity if \( r_n^2 > 2.5 \) (in the convergence period). Otherwise, let \( a_n = 0 \) (in the transient period). The automatic switching of the step size is described by the following formula similar to that of [20]. If \( \sum_{i=0}^{L_i-1} a_{n-i} > \frac{L_i}{2} \), then set \( \mu_2 = 5 \times 10^{-7} \), which is a small step size that is used to achieve a small mean-squared steady state error (or stochastic gradient noise), where \( L_1 = 7 \). Otherwise, set \( \mu_1 = 1.2 \times 10^{-5} \), which is a large step size used to accelerate the convergence speed.

IV. SIMULATION RESULTS

Chung [10] proposed a DDPR algorithm to overcome the problems of DMD. The cost function of DDPR is

\[
J_{\text{DDPR}} = E\{\|R(y_n, f_n^r) - D(R(y_n, f_n^s))\|^2\}
\]

where \( D \) denotes the decision device for 8-PAM. A normalized phase derotator (i.e., \( r = 1 \)) update equation according to the SGD algorithm is given by

\[
\phi_{n+1} = \phi_n + \mu [R(e^{-j\phi_n} y_n) - D(R(e^{-j\phi_n} y_n))] \Re(e^{-j\phi_n} y_n)
\]

Similar to the DMD cost function, the DDPR cost function also yields two undesirable local minima at \( \theta = 90^\circ \) and \( \theta = 270^\circ \) [10], which should be avoided. To avoid these undesirable local minima, Chung developed the following global convergence control (GCC) that employs an adaptive monitoring device to determine when the derotator escapes the attraction region of the undesirable local minima.

\[
r_{n+1} = r_n + \mu X_y(y_n) [\Re(r_n y_n) - \Re(D(r_n y_n))] \Re(y_n)
\]

where

\[
X_y(y_n) = \begin{cases} 
1, & \text{if } |y_n| < 1.15 \\
0, & \text{else}
\end{cases}
\]

The output of the adaptive monitoring algorithm is a correction of \( \eta_n = 90^\circ \), which is subtracted from the parameter error \( \theta \) once the DDPR is detected to be converging towards the undesirable local minima by utilizing

\[
\eta_n = \begin{cases} 
0, & \text{if } |r_n| - 1 < \delta \\
90^\circ, & \text{else}
\end{cases}
\]

Notably, (20) of [10] corresponding to (19) may have a typographical error. Although the DDPR with GCC always achieves global convergence and significantly reduces the stochastic gradient noise, the choice of both \( \delta \) in (19) and the initial value of \( r_n \) (i.e., \( r_0 \)) in (17) involves a trade-off between convergence speed and the reliability of global convergence. To achieve reliability, DDPR with GCC may result in slow convergence.

Simulation results of applying the MMA, MMA, DMD and DDPR as blind carrier phase derotators for 8-VSB signals were compared. A single complex tap derotator, \( f_n = r_n e^{j\phi_n} \), initialized as \( f_0 = 1 + j0 = e^{j0} \), was employed to estimate \( \Phi \) and remove this offset in the absence of the ISI in all four derotators. Figures 2 and 3 present the average trajectories of the parameter error \( \theta_n = \Phi - \phi_n \), over 10 independent runs in terms of iterations, \( n \), using MMA with \( (M, N) = (1, -0.444) \), DMD, MMA, and DDPR with signal-to-noise ratio \( (SNR) = 20dB \) for \( \Phi = 45^\circ \) and \( \Phi = 70^\circ \), respectively, where \( SNR = \frac{P_{\text{avg}}}{\sigma_w^2} \), in which \( P_{\text{avg}} \) is the average power of the signal constellation and \( \sigma_w^2 \) is the variance of each component of the complex-valued white noise source. Notably, \( w_n \) is colored noise if the carrier phase derotator is used after equalization. However, the \( w_n \) used in the computer simulations was complex-valued white Gaussian noise.

Unlike DMD, MMA, and MMA, the DDPR with GCC (with \( \delta = 0.4 \) in Fig. 3) exhibits a trajectory of only one single realization of parameter error \( \theta_n \), due to the difference in each realization as to when will the correction of \( 90^\circ \) be made through the use of the GCC to escape the attraction of the undesirable local minima. The DMD algorithm was implemented using (2); the MMA was implemented using (4) with \( (M, N) = (1, 1) \), and DDPR was implemented using...
(16) along with the GCC. Figure 4 compares the estimated mean-squared phase error $\sigma^2_\phi \approx E[(\Phi - \phi_n)^2]$, as a function of SNR for different carrier phase derotators with $\Phi = 70^\circ$ (or $\Phi = 48^\circ$). The estimated mean-squared phase error $\sigma^2_\phi$ for each derotator was computed from the average of $(\Phi - \phi_n)^2$ from iteration $n = 9000$ to iteration $n = 10000$ over 20 independent runs for each given SNR. According to Fig. 2, the MMMA, DDPR, and DMD converged rapidly for independent runs for each given SNR. According to Fig. 3, the deviation of 706 iterations over 20 independent runs, when the DDPR was implemented with the GCC with deviation of 706 iterations over 20 independent runs, when the GCC produces the minimum cost $J_{MMMA(min)} \approx 0$ at the two global minima.

The MMMA cost function was initially designed such that the two global minima were set to $\theta = 0^\circ$ and $\theta = 180^\circ$, but without any undesirable local minima, and the MMMA cost function prevented this aim from being realized. The proposed MMMA thus always requires a rotation by $90^\circ$ (or $270^\circ$) to correct the phase rotation. Nevertheless, the MMMA is computationally simple, and is demonstrated by simulations to exhibit fast convergence and generate small stochastic gradient noise in the steady state for moderate to high SNR’s.

V. CONCLUSION

A blind carrier offset recovery algorithm for 8-VSB signals was proposed, with cost function $J_{MMMA} = N \cdot E[\{R(y_n f_n^*)\}^2 - R_{2R}] + E[\{(3(y_n f_n^*))^2 - R_{2L}\}]$. The choice of $N = -0.444$ in $J_{MMMA}$, without producing any undesirable local minima, is based on the following constraints. (a) The magnitude of the square of the single tap-weight of the proposed MMMA exceeds zero. (b) Two local maxima of the MMMA are located at $\theta = 0^\circ$ and $\theta = 180^\circ$, at which the largest possible negative curvature is produced. (c) Two global minima of the MMMA are located at $\theta = 90^\circ$ and $\theta = 270^\circ$, at which the largest possible positive curvature is produced. (d) The MMMA cost function produces the minimum cost $J_{MMMA(min)} \approx 0$ at the two global minima.
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